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Event 

The AI training market has grown rapidly since 2023, using mainly Nvidia’s (US) training 
GPUs. We note that US CSPs are actively developing their own ASIC designs for AI servers 
with different applications, and expect the ASIC market to be a highlight in 2025-26F. 

Impact 

Rapid AI server market growth. The AI training market will enjoy rapid growth in 2025-
26F, and we forecast AI training GPU and ASIC shipments to grow from 8.57mn units in 
2025F (up 69% YoY) to 12.15mn units in 2026F (up 42% YoY), driven by CSP demand. GPU 
shipments will account for 60-70% of the total AI training market in 2025-26F, and Nvidia 
still enjoys the bulk of market share (80-90%), with GB200/ 300 NVL72 shipments of 
approximately 20,000 racks this year and 30,000 racks in 2026F, not only to hyperscaler 
CSPs, but to neo-cloud and sovereign AI developers, as well as enterprises. Nvidia’s HGX 
B200/300 and AMD’s (US) MI355/400 will also see demand grow, and ASIC server 
demand will be robust in 2025-26F (largely from the top-4 US CSPs), growing at a CAGR 
of 70% in 2024-26F chip shipments. These will drive the global AI training TAM value, 
including GPU and ASIC designs, to grow at a 37% CAGR in 2024-26F, with training GPU 
sales at a 34% CAGR and ASIC sales at a 92% CAGR over the same period. 

More ASIC rack designs to be launched in 2025-26F. Amazon Web Services (AWS; US) 
developed the “Teton” 1 rack (Trainium 2 chip) in 2024, and will deploy the Teton 2 rack 
(Trainium 2 or 2.5 chips) in 2H25F, with a similar structure to the previous version, 
including an air-cooled design (Figure 16). In 2026F, Teton 2 Max and Teton 3 racks will 
migrate to a liquid-cooled design with new chips, and each rack will contain 18 compute 
trays and 10 switch trays, implying 72 ASICs per rack, a higher rack density than the air-
cooled designs, at 32 ASIC chips per rack. We expect AWS Trainium chip production to 
grow from 1.6mn units in 2025F to 2.28mn units in 2026F, up 43% YoY, benefiting rack 
assembler Wiwynn (6669 TT, NT$2,455, OP) and the related supply chain. Meta (US) will 
start to ramp up Minerva rack production in 2H25F, and expand it further in 2026F. Each 
Minerva rack has 16 compute blades, with each having one MTIA chip and one CPU in a 
liquid-cooled design, as well as 6 network blades and 1 chassis management module 
blade. Key assemblers for Meta include Celestica (US) and Quanta Computer (2382 TT, 
NT$277, OP). Google (US) will also launch TPU v7 and Microsoft (US) will debut Maia 200 
in 2026F. Hyperscaler CSPs are the major driver for growing training ASIC chip demand, 
and we forecast ASIC shipments to them to grow by 74% to 2.77mn units in 2025F, and 
by 67% to 4.61mn units in 2026F, at a 2024-26F CAGR of 70%. 

Liquid cooling & PCB/CCL firms to benefit from ASIC trend. We believe the major content 
value upgrades will be to thermal components and PCB/ CCL for the ASIC AI market. AWS’ 
ASIC racks will migrate from air to liquid-cooling in 2026F, while Google and Microsoft 
may utilize both air- and liquid- cooling solutions. Meta’s Minerva rack will ramp up after 
2H25F, also with a liquid-cooled design. The thermal supply chain will benefit from 
growing liquid cooling adoption in GPU racks (GB200/ 300s and B300s) and ASIC racks, 
with increasing usage of cold plates, rack manifolds, quick-disconnectors (QD) and 
sidecar/ CDUs, benefitting Asia Vital Components (AVC; 3017 TT, NT$762, OP), Auras 
Technology (3324 TT, NT$635, OP), Fositek (6805 TT, NT$787, OP), and Delta Electronics 
(2308 TT, NT$450, OP). Furthermore, more ASIC AI servers will adopt advanced materials 
and multi-layer PCB, and AWS’ Trainium 2 and 2.5 chips will adopt a 26L PCB design and 
M8 materials for CCL. Google’s TPU and Meta’s ASIC servers will adopt 22L and 30-40L 
PCB designs, respectively, and M7-M8 materials for CCL, pointing to a definite trend 
toward high-speed multi-layer PCB, benefiting Elite Material (EMC; 2383 TT, NT$901, OP) 
and Gold Circuit Electronics (GCE; 2368 TT, NT$298, OP). 

Stocks for Action 

With AI server market growth continuing, we expect ASIC server demand will accelerate 
and key beneficiaries include ODM, liquid cooling and PCB/ CCL plays. Key ASIC AI 
beneficiaries include Wiwynn, Quanta, AVC, Auras, Fositek, Elite Material and GCE. 

Risks 

NT dollar appreciation; AI server production yield; rising production or financing costs. 
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Total training AI market 

The AI training market will enjoy rapid growth in 2024-26F, and we forecast AI training 

GPU and ASIC shipments to grow from 8.57mn units in 2025F (up 69% YoY) to 

12.15mn units in 2026F (up 42% YoY) (Figure 1). GPU shipments will account for 60-

70% of the total AI training GPU market (including Nvidia and AMD’s GPUs) (Figure 2), 

with a 2024-26F shipments CAGR of 47%. The remainder of the AI training market is for 

ASIC chips, accounting for a smaller share of 30-40%, but we expect solid growth from 

ASIC shipments, mostly to the top-4 US CSPs, at a 2024-26F CAGR of 70%. 

Based on the ASP of Nvidia’s GB200/ 300 AI server rack, at around US$3mn, the HGX 

server system at US$250k, AMD’s MI300/ 350 server systems at around US$200k, and 

ASIC server racks at US$50-600k, depending on the different designs by different CSPs, 

we estimate the global AI training TAM, including GPU and ASIC designs, will grow to 

around US$300bn in 2025-26F, with 2024-26F CAGR of 37%. (Figure 3) Training GPU 

demand (mostly benefiting Nvidia) started to accelerate in 2023 and the TAM will grow at 

a 34% CAGR over 2024-26F, accounting for around 90% of the global AI training 

market, despite a GPU shipments share of 60-70%. However, training ASIC demand will 

grow strongly in 2024-26F, at a stronger CAGR of 92% (Figure 4), despite comprising 

only around 10% of total AI market TAM. Therefore, we suggest investors keep an eye 

on ASIC beneficiaries with content value upgrades in store, such as liquid cooling and 

PCB/ CCL plays, in addition to GPU beneficiaries. 

 

Figure 1: AI training GPU & ASIC shipments to grow by 69% 
in 2025F and 42% in 2026F 

 Figure 2: AI training GPU shipments account for the bulk of 
market share, at 60-70% 

AI training chip shipments, mn units (LHS); YoY growth, percent (RHS)  AI training chip shipments weighting by chip type, percent 
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Figure 3: Surging AI GPU & ASIC TAM growth on chip and 
spec upgrades in 2025-26F 

 Figure 4: Steady & strong AI ASIC TAM growth in 2025-26F 

AI training GPU/ ASIC TAM, US$bn  AI training ASIC TAM value, US$bn 
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Figure 5: Both Nvidia’s GPU & CSPs’ ASIC chip (training & inference) shipments 

will grow in 2025-26F, with Google and AWS the leading ASIC CSPs 

GPU (mn units) 2024 2025F 2026F
Nvidia 2.8 5.2 6.3
AMD 0.5 0.6 1.3
ASIC (mn units) 2024 2025F 2026F
Google TPU 2.1-2.2 2.4-2.5 2.5-2.6
AWS Tranium 0.3-0.4 1.5-1.6 2.2-2.3
Meta MTIA 0.5-0.6 0.4-0.5 0.6-0.7
MSFT MAIA 0.0 0.0 0.4-0.5

 

Source: KGI Research estimates 

 

Figure 6: Both Nvidia’s GPU & CSPs’ ASIC chip shipments will grow in 2025-26F, 

and benefit the server supply chain  

GB200 HGX AWS-air AWS-liquid Meta Google
Chip Traninum 2/2.5 Trainium 2.5/3 MTIA 2.5 (2T) v5p/v5e
System name GB200/300 B200/300 Teton 1/2 Teton 3 Minerva TPU
GPU per server 4 8 2 4 1 8
Server per rack 18 4 16 18 16 ?
Design service vendor Nvidia Nvidia Marvell Marvell Broadcom Broadcom

Alchip Alchip MediaTek
L10/11 assembler Hon Hai Supermicro Wiwynn Wiwynn Quanta Celestica

Quanta Gigabyte Jabil Celestica Quanta
Wistron Quanta Flex

Hon Hai
Inventec
Asustek
Asrock

GPU ASIC

Blackwell / Blackwell Ultra

 

Source: KGI Research 

 

Figure 7: Most ODMs have GPU & ASIC sales exposure with diverse clients 

GB200 HGX ASIC GB200 HGX ASIC
Quanta 55 40 <5 Meta, AWS Meta, AWS Meta
Hon Hai 80-90 10-20 Microsoft, Oracle Oracle, HPE
Wistron 100 Dell / xAI
Wiwynn <10 90+ YTL AWS

Gigabyte <10 90+
Coreweave, Nebius, OVH

Cloud
Asrock <10 90+ Nebius
Celestica V V Google Meta
Flex V V
Jabil V AWS
SMCI <20 >80 Coreweave, Oracle, xAI

AI server L10 shipments mix (%) Major client

 

Source: KGI Research estimates 

 

GPU AI market 

 We expect AI training GPU shipments to grow by 66% YoY to 5.81mn units in 

2025F, and 30% YoY to 7.54mn units in 2026F, and account for 68% and 62% 

of total AI training GPU and ASIC shipments in 2025F and 2026F, respectively. 

 Nvidia will account for 80-90% of AI training GPU shipments in 2025-26F. We 

estimate shipment of 20k GB200/ 300 NVL72 racks in 2025F and 30k racks in 

2026F. 

 In system level design, Nvidia offers high-density GB200/ 300 designs, with GB200s 

entering into mass production in 2Q-3Q25F, while GB300s will likely ramp up in 

4Q25-1H26F. NVL72 Oberon racks with 72 GPUs per AI server rack will be the 

mainstream design for GB200/ 300s, and the next generation Rubin GPU. We 

expect the rack design will change to Kyber rack architecture with the blade 

servers when adopting Rubin Ultra GPUs  (Figure 11) 

 In addition, HGX AI server shipments will keep growing thanks to increasing 

demand from enterprise as well as from neo-cloud and sovereign AI developers. 

Thus, we expect Nvidia’s training GPU shipments (including the GB and HGX series) 
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will grow by 85% YoY to 5.19mn units in 2025F, and by 21% YoY to 6.28mn 

units in 2026F. (Figure 5) 

 B300 racks will increasingly adopt liquid cooling designs, and thus the HGX AI 

server design will reach a height of 4-6U, down from the B200’s 7-8U. 

 AMD will launch the MI400 AI GPU with HBM4 memory in 2026F, which will have 

10 times the AI compute performance of the MI355X. The firm will also launch the 

“Helio” AI rack, equipped with MI400 GPUs, Venice CPUs and Vulcano NICs, in a 

bid to compete with Nvidia’s Vera Rubin racks. AMD is trying to catch up in AI 

development, and we forecast AMD’s training GPU shipments to double YoY to 

1.26mn units in 2026F, capturing 15-20% of the AI training GPU market, after 

expected 20-25% YoY growth in 2025F. 

 The supply chain for AI servers equipped with GB200/300 and HGX GPUs is quite 

mature. This high-density AI server rack design, compared to H200, benefits the 

content value for some components, including liquid cooling, power supply, PCB, 

casing, and rail kits. The ASP for assembly manufacturers has a significantly 

increase accordingly, with Hon Hai, Quanta, and Wistron being the main US 

hyperscale CSP assemblers for GB200/300 AI server racks (L10/L11) 

 

Figure 8: Nvidia and AMD’s data center GPU roadmaps  
2016 2017 2018 2019 2020 2021 2022 2023 2024 2025F 2026F 2027F

4Q16
MI6, MI8, 

MI25

4Q18
MI50, MI60

4Q20
MI100

4Q21  
MI250X

4Q23  
MI300X

4Q24  
MI325X

2Q25  
MI350X

2026F  
MI400X

2Q16
P100

2Q17
V100

3Q18
T4

2Q20
A100

3Q22
H100

3Q23
H200

2Q-3Q24
GB200

2Q25
GB300

 
Source: KGI Research 

 

Figure 9: GB200 AI server racks are mainly assembled by 
Hon Hai, Quanta & Wistron 

 Figure 10: AI server demand has grown from Oracle, Dell & 
Microsoft in 2025F, mainly due to the GB200 ramp-up 

GB200 AI server rack shipments weighting, percent  2025F AI server shipments weighting, percent 
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Figure 11: L11 rack shipment allocation by end-customer  

Allocation (%) Hon Hai Quanta Wiwynn Wistron Celestica Gigabyte Asustek Supermicro
Microsoft 95                  5                    
Amazon 100                
Google 10                  90                  
Meta 100                
Oracle 100                -                 
Dell 100                
Others 10                  10                  25                  20                  20                  15                   
Source: KGI Research estimates 

 

Figure 12: Rack design comparison – GB200, GB300 (Vera Rubin NVL144) & Rubin Ultra NVL576 

CG

GB200 NVL72 Rubin Ultra NVL576

Compute tray * 36

1 CPU + 1GPU

GB300 NVL72

36 GPU
144 die

36 GPU
144 die

36 GPU
144 die

36 GPU
144 die

Compute tray

Switch

18*4 = 72 GPU

18

18

PTFE CCL-based 
backplane

(36*1) * 4 = 144 GPU18*4 = 72 GPU

Vera Rubin NVL 144

18*4 = 72 GPU

Computing die
Rubin GPU = 2 GPU die

Rubin Ultra GPU = 4 GPU die

 
Source: Nvidia; Semi Vision; KGI Research 

 

ASIC AI market 

 The training ASIC market will grow at an accelerated pace in 2025-26F, due to 

demand from the top-4 US CSPs (Figure 13-15). We forecast training ASIC 

shipments to grow by 74% YoY to 2.77mn units in 2025F, and 67% YoY to 

4.61mn units in 2026F. 

 AWS developed the Teton 1 rack (Trainium 2 chip, air-cooled) in 2024, and the 

firm will deploy the Teton 2 rack (air-cooled) in 2H25F, the Teton 2 Max rack (air- 

or liquid-cooled) in 4Q25-1Q26F, and the Teton 2 Max and Teton 3 rack (new 

chips, liquid-cooling) in 2026F (Figure 16). Teton 1 and 2 have a similar structure, 

with 16 compute trays (2 GPUs in each tray) and 2 CPU trays in a rack. Teton 3 

racks will use a liquid-cooled design, and each rack may contain 18 compute trays 

(4 GPUs in each tray) and 10 switch trays, implying 72 ASICs per rack, with higher 

rack density than the air-cooled designs, at 32 ASICs per rack. Increasing usage of 

cold plates, manifolds and quick-disconnectors will benefit thermal plays AVC 

(3017 TT, NT$762, OP), and Auras (3324 TT, NT$635, OP), more sidecar and CDU 

demand may benefit Delta (2308 TT, NT$450, OP), and quick-disconnector 

demand will benefit Fositek (6805 TT, NT$787, OP). Key assembler beneficiaries 

will be Wiwynn (6669 TT, NT$2,455, OP), and Jabil (US).  

 We estimate AWS Trainium chip shipments will rise from 1.6mn units in 2025F to 

2.28mn units in 2026F, up 43% YoY. Currently, Wiwynn is the primary assembler 

for AWS Trainium racks, and Jabil may also enter this market in the future.  

 Meta (US) launched MTIA 1 in 4Q23 and MTIA 2/ 2.5 in 4Q24-1Q25, and plans to 

launch MTIA 3 in 2026F. The firm’s Minerva rack, equipped with MTIA 2.5 (2T) 
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chips, will enter mass production in 2H25F. Each Minerva rack has 16 compute 

blades, with each having one MTIA 2.5 (2T) chip and one CPU in a liquid-cooled 

design, as well as 6 network blades and 1 chassis management module blade. Key 

assemblers for Meta include Celestica (US) and Quanta Computer (2382 TT, 

NT$277, OP). (Figure 17) 

 Google’s v5p, v6P and v7P TPU are for training purposes, with each server 

containing 8 TPUs. Key assemblers for Google include Celestica, Flex (US) and 

Quanta Computer. Microsoft introduced Maia 100 chips in 1Q23. The Maia 100 

rack uses a liquid-cooled design, and there are Sidekick cooling units near the main 

server racks, to cool the Maia chips and CPUs.  

 We believe the major content value upgrades in ASIC AI servers will be to thermal 

components, PCB/ CCL and assemblers like Wiwynn and Quanta. 

 

Figure 13: US CSPs’ ASIC roadmaps 
2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026F 2027F

4Q20
Trianium

1Q22  
Inferntia2

4Q23 
Trainium2

2Q26F 
Trainium 3

2Q27F 
Trainium4

4Q23
MTIA

2Q24
MTIA 2

1Q25
MTIA 2.5

1Q26F
MTIA 3

2Q27F
MTIA 4

1Q16
TPU v1

2Q18  
TPU v2

2Q19
TPU v3

2Q21
TPU v4

1Q23
TPU 
v5p

3Q23
TPU 
v5e

4Q23
TPU 
v6e

3Q24
TPU 
v6p

3Q26F
TPU 
v7e

2Q26F
TPU 
v7p

2Q27F
TPU v8

4Q23
Maia 100

2Q26F
Maia 200

3Q25-4Q25F 
Trainium 2.5

 
Source: KGI Research 

 

Figure 14: US CSPs’ ASIC spec comparison  

Project Trainium Inferntia 2 Trainium 2 Inferentia 2.5 Trainium 2.5/R Trainium 3 Trainium 4 MTIA MTIA 2 MTIA 2.5 MTIA 3 MTIA 4
Launch Date 4Q20 1Q22 4Q23 NA 3Q-4Q25F 2Q26F 2Q27F 2Q23 2Q24 1Q25 1Q26F 2Q27F
Nodes 7nm 7nm 5nm 5nm 3nm 3nm 2nm 7nm 5nm 5nm 3nm 2nm
Memory Type HBM2/2E HBM2E HBM3 HBM3 HBM3 HBM3 HBM4 LPDDR5 LPDDR5 LPDDR5 HBM3E HBM4
Memory Capacity 32GB 32GB 96GB 48GB 96GB 96/128 N.A. 64GB 128GB N.A. 216GB N.A.
Memory Stack 2*8hi*16GB 2*8hi*12GB 4*8hi*24GB 2*8hi*24GB 4*8hi*24GB 4*8/12hi*24GB N.A. N.A. N.A. N.A. 6*12hi*24GB 8*12hi*24GB
Architecture CoWoS-R CoWoS-R CoWoS-R CoWoS-R CoWoS-R CoWoS-R CoWoS-R Flip Chip Flip Chip Flip Chip CoWoS-S CoWoS-L
Hybrid Bonding N N N N N N N N N N N N
TDP N.A. N.A. 500W N.A. N.A. N.A. N.A. 35W 90W N.A. N.A. N.A.

Cooling Technology N.A. N.A. Air Cooled Air Cooled Air Cooled Liquid Cooled Liquid Cooled N.A. N.A. N.A.
Air Cooled

& Liquid Cooled
Liquid Cooled

Project TPU v3 TPU v4i TPU v4 TPU v5p TPU v5e TPU v6e (Trillium) TPU v6p (Ironwood) TPU v7p TPU v7e TPU v8 Maia 100 Maia 200
Launch Date 2Q19 NA 2Q21 1Q23 3Q23 4Q23 3Q24 2Q26F 3Q26F 2Q27F 4Q23 2Q26F
Nodes 16nm 7nm 7nm 5nm 5nm 5nm 5nm 3nm 3nm 2nm 5nm 3nm
Memory Type HBM2 HBM2E HBM2E HBM3 HBM2E HBM3E HBM3E HBM3E HBM3E HBM4 HBM2E HBM4
Memory Capacity 8GB 16GB 16GB 96GB 32GB 128GB 192GB 288GB 216GB NA 64GB 288GB
Memory Stack 4*4hi*2GB 4*8hi*4GB 4*8hi*4GB 6*8hi*16GB 2*4hi*16GB 8*8hi*16GB 8*8hi*24GB 8/12hi*24GB 6*12hi*24GB NA 4*8hi*16GB 8*12hi*24GB
Architecture N.A. CoWoS-S CoWoS-S CoWoS-S CoWoS-S CoWoS-S CoWoS-S CoWoS-S CoWoS-S NA CoWoS-S CoWoS-R
Hybrid Bonding N N N N N N N N N Y N N
TDP 220W N.A. 170W N.A. N.A. N.A. N.A. N.A. N.A. N.A. 700W N.A.
Cooling Technology Liquid Cooled N.A. Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled

Amazon META

MicrosoftGoogle

 
Source: company data; KGI Research estimates 
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Figure 15: US CSPs’ ASIC rack design comparison 
Company Meta Microsoft
Rack Name Teton 1 Teton 2 Teton 3 Minerva Athena TPU v5p TPU v5e TPU v6e TPU v6p
Chip Trainium 2 Trainium 2/2.5 Trainium 3 MTIA 2.5 (2T) MAIA 100 TPU v5p TPU v5e TPU v6e TPU v6p

Launch time 4Q23 3Q-4Q25F 2Q26F 1Q25 4Q23 1Q23 3Q23 4Q23 3Q24

Process node 5nm 5/3nm 3nm 5nm 5nm 5nm 5nm 5nm 5nm

Compute tray 16 16 18 16 8 16 16 TBA TBA

Switch tray 4 4 10 6 3 TBA TBA TBA TBA

GPU per rack 32 32 72 16 32 64
(8960 per pod)  (256 per pod)  (256 per pod) TBA
CPU per rack 4 4 18 16 TBA 16 TBA TBA TBA

Power shelf per rack (33kW*6) 2 2 (?) TBA 2 TBA TBA TBA TBA TBA

CCL Level
Compute Tray M8

OAM M7
Compute Tray M8

OAM M7
TBA     Compute Tray M8 TBA TBA TBA TBA TBA

PCB Layer Count
Compute Tray 26

OAM 18
Compute Tray 26

OAM 18
TBA Compute Tray 30-40 TBA TBA TBA TBA TBA

Networking 800G TBA TBA 800G TBA TBA TBA TBA TBA

TDP – Chip 500W TBA TBA 800W 700W TBA TBA TBA TBA

TDP – Rack 26.8kW TBA TBA 27.5kW 20-40kW TBA TBA TBA TBA

Thermal solution Air Cooled Air Cooled Liquid Cooled
Liquid Coolded &

Air Cooled
Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled Liquid Cooled

Amazon Google

 
Source: KGI Research 

 

Figure 16: AWS ASIC rack designs 
AWS Teton 1 (Trianium2) AWS Teton 2 (Trianium2.5) AWS Liquid-Cooled rack 

1U OOB management switch 
1U OOB management switch 

1U Power shelf 33kW

1U Fronted ENA/EBS Switch

1U EFA ToR Switch 

1U EFA ToR Switch 

1U EFA ToR Switch 

1U EFA ToR Switch 

1U Power shelf 33kW

2U x86 CPU Head Tray 

2U x86 CPU Head Tray 

C

G G

Compute tray
(2 GPU per tray)

C C

CPU tray
(2 CPU per tray)

1U Power Shelf

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Switch Tray 

1U Power Shelf

Compute tray
(4 GPU & 1 CPU per tray)x86 CPU Head Tray 

x86 CPU Head Tray 

Switch Tray

Power Shelf

Power Shelf

 
Source: KGI Research 
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Figure 17: Rack design comparison between GPU servers & ASIC servers  

Compute tray  
* 10

Compute tray  
* 8

Switch tray  
* 9

Nvidia GB300 NVL 72
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1OU
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Power Shelf 33kW
Power Shelf 33kW
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Compute Blade * 8
(1 GPU/ 1 CPU per blade)
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Network Blade * 6

Chassis Management 
Module (CMM) Blade * 1

1U OOB management switch 
1U OOB management switch 

1U Power shelf 33kW

1U Fronted ENA/EBS Switch

1U EFA ToR Switch 

1U EFA ToR Switch 

1U EFA ToR Switch 

1U EFA ToR Switch 

1U Power shelf 33kW

2U x86 CPU Head Tray 

2U x86 CPU Head Tray 

C

G G

Compute tray
(2 GPU per tray)

C C

CPU tray
(2 CPU per tray)

AWS Teton 1 (Trainium2)

3U Power shelf

3U Power shelf

 
Source: KGI Research 

 

Key beneficiaries of growing GPU & ASIC demand 

 We believe the major content value upgrades in ASIC AI servers will be to thermal 
components and PCB/ CCL. AWS’ ASIC racks will migrate from air-cooling to 
liquid-cooling in 2026F, while Google and Microsoft may have both air- and liquid- 
cooling solutions. Meta’s Minerva rack will ramp up after 2H25F, also with a liquid-
cooled design. The thermal supply chain will benefit from growing liquid cooling 
adoption in GPU racks (GB200/ 300s and B300s) and ASIC racks. Increasing usage 
of cold plates and rack manifolds will benefit AVC, and Auras. Quick-disconnector 
(QD) demand growth will benefit Fositek, and increased sidecar and CDU demand 
will benefit Delta Electronics (2308 TT, NT$450, OP). Major ASIC assemblers, 
Wiwynn and Quanta, will also benefit. 

 In addition, more ASIC AI servers are adopting advanced materials and multi-layer 

PCB. According to our industry survey, AWS’ Trainium 2 and 2.5 will each adopt a 

26L PCB design and M8 materials for CCL. Google’s TPU and Meta’s ASIC servers 

will adopt 22L and 30-40L PCB designs, respectively, and M7-M8 materials for CCL, 

pointing to a definite trend toward high-speed multi-layer PCB (Figure 19). All of 

these factors will boost PCB and CCL plays’ earnings growth, with key beneficiaries 

being EMC (2383 TT, NT$901, OP) and GCE (2368 TT, NT$298, OP).  
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Figure 18: Taiwan & the US – Main ODM players server sales comparison  

Sector Company Ticker 2024 2025F 2024 2025F 2024 2025F
Taiwan ODM Hon Hai 2317 TT 70 109 29.5 40.0 49.0                56.2                

Quanta 2382 TT 29 60 60.0 74.2 120.4              105.0              
Wiwynn 6669 TT 12 24 100.0 100.0 49.0                91.6                
Wistron 3231 TT 16 33 45.4 57.0 56.9                101.9              

US ODM & Brand Jabil* JBL US 5 7 15.9                         25.6                         (4.2)                 60.9                
Flex* FLEX US 2 4 8.8                           13.6                         N.M. 50.0                
Celestica** CLS US 6 8 67.3                         70.8                         39.8                19.0                
Dell DELL US 44 54 45.6                         49.8                         28.6                22.7                
HPE HPE US 17 19 54.9                         51.2                         28.1                9.4                  
SMCI SMCI US 20 21 96.1                         96.3                         132.8              4.9                  

Sector Company Ticker 2024 2025F 2024 2025F 2024 2025F
Taiwan ODM Hon Hai 2317 TT 25 55 36.5 50.6 150.7              116.6              

Quanta 2382 TT 13 43 43.3 72.0 490.0              240.7              
Wiwynn 6669 TT 3 11 26.6 48.0 99.1                246.0              
Wistron 3231 TT 6 15 35.5 44.6 141.4              153.6              

US ODM & Brand Jabil* JBL US 2 5 50.0 68.9 N.M. 121.7              
Flex* FLEX US 1 3 51.4 71.4 N.M. 108.3              
Celestica** CLS US 3 4 42.7 54.9 62.8                53.0                
Dell DELL US 10 17 22.5 32.2 512.5              75.5                
HPE HPE US 5 6 26.8 32.1 228.6              31.0                
SMCI SMCI US 15 15 73.5 73.6 200.7              5.0                  

AI Server sales (US$bn) Weighting of server sales (%) YoY (%)

Server sales (US$bn) Weighting of total sales (%) YoY (%)

 
Source: KGI Research 
*Fiscal year (Jabil FY ends in August; Flex FY ends in March) 
**Consensus 

 

Figure 19: Comparison – Major CPU & ASIC server CCL & PCB specifications 

Company Chip module 
Chip number

per rack
Main board type

PCB layer
count

PCB build up PCB supplier
CCL
level

CCL
supplier

Compute Tray 22 5+12+5 HDI VGT、UMT M8 Doosan

Switch Tray 22 HLC WUS M8 EMC

UBB 18/22 HLC WUS,TTM, ISU M8 Doosan

OAM 20/20 5+10+5 HDI VGT、UMT M7 Doosan

Compute Tray / OAM 26 HLC
GCE, Shenyi, WUS,
First high-tech, TTM

M8 EMC

OAM 18 5+8+5 HDI WUS M7 Panasonic

Google TPU v6e/v6p 64 TPU main board 22 HLC ISU, WUS, TTM, LCS M7 EMC

Meta MTIA v2/v3 72 Compute Tray 30-40 HLC GCE, WUS,
TTM, ISU M8 EMC

Microsoft Maia 100/200 32 Compute Tray 20+ HLC GCE, WUS,
TTM, ISU M7 EMC

AWS Trainium2/2.5 64

Nvidia

GB200 NVL72 72

B200/300

 
Source: KGI Research estimates 
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